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Abstract

The brain’s magnetic signals are much weaker than the magnetic disturbances inside the typical commercial mag-

netically-shielded room. Magnetic noise arises from far-field environmental sources (power lines, vehicles, etc.) and

from near-field biological sources (electrically active tissues, such as muscle, heart, unwanted brain signals, etc.). Some

form of inverse solution is generally used to solve for the sources that account for the MEG measurements. However,

the inversion problem is non-unique and ill defined. Given the large amounts of noise and the non-uniqueness, how can

MEG inversion succeed? One must provide methods for efficient attenuation of environmental noise, combined with

MEG localization methods that are robust against the background clutter. Noise cancellation methods will be reviewed,

and it will be shown that a combination of synthetic gradiometers, adaptive signal processing, and moderately shielded

rooms can provide environmental noise attenuation in excess of 107. Two types of MEG signal analysis techniques will

be discussed: those depending solely on prior noise cancellation (e.g., equivalent current dipole fit and minimum norm),

and those intrinsically providing additional cancellation of far and near field noise (e.g., beamformers). The principles

and behavior of beamformers for variations in signal and noise will be explained. Several beamformer classes will be

discussed, and the presentation will conclude with examples of their clinical applications. � 2001 Elsevier Science B.V.

All rights reserved.

Keywords: Magnetoencephalography; Synthetic gradiometers; Beamformers

1. Introduction

Ionic currents associated with a functioning
brain produce measurable electric and magnetic
fields. The human brain electrical potentials were
first measured in 1929 [1] using vacuum tube am-
plifiers. The magnetic field of the brain (MEG) was
first measured in 1968 [2] by room temperature
coils. The MEG signal resolution was dramatically
improved with the advent of SQUID sensors [3,4],
which were first used for detection of MEG in 1972

[5]. Following this pioneering work, the number of
MEG channels was gradually increased in order to
increase the coverage of the head. This led to the
introduction of whole-cortex systems in 1992 [6,7].
Modern whole-cortex MEG systems have several
hundred primary channels and are produced
commercially. 1 An example of a 275 channel
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whole-cortex MEG array is shown in Fig. 1. 2

Commercial MEG systems are reliable, easy to
operate and their sensor white noise levels are
typically <10 fT rms/

p
Hz (usually about 5 fT rms/p

Hz). This noise level is sufficiently low for the
majority of MEG measurements.

MEG instrumentation has also been extended
to measure fetal brain signals (fMEG) [8]. The
fMEG dewar is horizontal and the sensor array is
shaped to cover the mother’s abdominal surface
from the perineum to the top of the uterus.

The present commercial MEG systems utilize
low TC SQUIDs operated at liquid He tempera-
tures. High TC SQUIDs are not used for the
commercial systems because their reliability, re-
producibility, and noise levels have not yet at-
tained the levels available with low TC sensors.

This paper is organized as follows: challenges
faced by MEG are surveyed in Section 2. A
description of methods for noise cancellation
and MEG source localization is given in Section 3.
For lack of space, only the higher-order syn-

thetic gradiometers and beamformers are ex-
plained in a greater detail. Examples of MEG
data analysis by beamformers is shown in Section 4
and the paper is concluded in Section 5.

2. MEG challenges

MEG fields are small, in the range from 10 fT to
about 1 pT, and frequencies from less than 0.1 Hz
to about 1 kHz [9–11]. Even though the MEG
fields are usually measured inside magnetically
shielded rooms, the environmental magnetic noise
still dominates. A comparison of typical magni-
tudes of the environmental noise and biomagnetic
fields is shown in Fig. 2. It is immediately obvious
that the environmental noise is many orders of
magnitude larger than the MEG fields, even if the
shielded room attenuation is taken into account
(see Section 3.1).

In addition to the environmental noise, the
MEG sensors are also exposed to unwanted sig-
nals from electrically active body tissues (e.g.,
muscles, heart, parts of the brain, eyeblinks, etc.).
For radial gradiometers, the background brain
activity produces about 30 fT rms/

p
Hz correlated

Fig. 1. Example of MEG sensor array, 275 radial gradiometers

with 5 cm baseline.

2 CTF Systems Inc., A Subsidiary of VSMMedTech Ltd., 15-

1750 McLean Ave, Port Coquitlam, B.C., Canada, V3C 1M9.

Fig. 2. Comparison of biomagnetic and unshielded environ-

mental fields, logarithmic scale.
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noise at frequencies below about 50 Hz [7], i.e.,
about five to six times larger than the white noise
level. Cardiac activity can contribute up to 1 pT to
the MEG signals and up to 10 pT to the fMEG
signals, i.e., 100–1000 times larger than the signals
of interest.

The MEG measurements are generally inter-
preted by inverse solution methods to obtain the
current distributions within the brain. The inver-
sion problem is, however, non-unique [12], i.e.,
there are many current configurations which can
give rise to the same field patterns. In addition,
there are fewer than 1000 sensors, while there
are roughly 1014 synaptic connections within the
human cortex. Even if the neurons within each
cortical column were synchronized and acted as
one source, the problem would remain highly un-
determined. To make the inversion possible, vari-
ous simplifications or mathematical models must
be made. However, even then, the problem is often
ill defined and extraction of the current distribu-
tion is difficult.

In summary, we seek methods to interpret
minute MEG signals which coexist with many
orders of magnitude larger noise. It is like look-
ing for the proverbial needle in a haystack. How
is it possible to succeed and obtain meaning-
ful results? The answer is to apply efficient noise
cancellation and use MEG inversion techniques
which not only contribute to noise cancellation,
but also exhibit good resolution for multiple
sources. For event-related experiments, the noise
is attenuated by averaging and is often adequately
low for successful MEG inversion. However,
when averaging is not possible and spontaneous
MEG signals are measured, the noise cancel-
lation and elimination of the unwanted brain
signals and other body-generated noise becomes
extremely important. Methods for noise cancella-
tion and MEG source localization are listed in
Table 1.

Table 1 (panel a) contains methods used only
for noise cancellation. The methods in Table 1
(panel b) provide MEG source localization, but
require careful noise elimination by the methods in
Table 1 (panel a). Finally, the methods listed in
Table 1 (panel c) provide both noise cancellation
and MEG source localization.

3. MEG data analysis methods

Methods listed in Table 1 will be discussed with
special emphasis on the synthetic higher-order
gradiometers and beamformers.

3.1. Environmental noise cancellation

Shielding is the most straightforward noise
elimination method. The simplest shielding can be
accomplished by eddy currents using a thick layer
of high-conductivity metal [14]. Since such shield-
ing is not effective at low frequencies, it is sup-
plemented by one or more l-metal layers. Shields
for biomagnetism usually exhibit a moderate low
frequency attenuation of less than 100 (e.g. Ref.
[15]). High attenuation l-metal rooms with low
frequency attenuation of 104 or more have also
been constructed. An enclosure having seven l-
metal layers and with active shielding achieves
field noise attenuation of about 2� 107 [16]. Low
frequency attenuation of nearly 108 has been
achieved with a high TC superconducting whole-
body shield [17].

Environmental noise can be effectively cancelled
using gradiometers, which attenuate noise from
distant sources, while having only a small effect on
signals from near field MEG sources. Hardware

Table 1

Noise cancellation and MEG source localization methods

(a) Noise cancellation

� Shielding

� Active shielding

� Synthetic methods

Synthetic gradiometers

Adaptive methods

(b) MEG source localizations which critically depend on noise

cancellation

� Dipoles

� Minimum norms

� Bayesian inference (see e.g., recent Ref. [13])

(c) Noise cancellation and MEG source localization

� Beamformers (SAM, LCMV, eigenspace, SSP)

� Multiple signal classification

� Principal component analysis

� Independent component analysis

� Non-linear dynamics
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gradiometers of up to third order have been con-
structed [18]. However, sensors higher than first
order are large, have large inductances and are
therefore difficult to match to planar SQUIDs.
Commercial MEG systems use either magnetome-
ters or first-order gradiometers as primary sensors,
and when required the higher-order gradiometer
response is obtained synthetically [18].

Gradiometer synthesis is illustrated in Fig. 3
using an example of a magnetometer sensor and a
vector magnetometer reference [18–20]. The pri-
mary magnetometer detects the projection of the
magnetic field to the coil vector, p, as r ¼ asðpBoÞ,
where as is the magnetometer gain, and Bo is the
magnetic field vector at the magnetometer center.
The reference magnetometers measure three or-
thogonal projections of the field B at the reference
center, rk ¼ arBk, k ¼ 1–3, where r is the vector of
the measured reference field, and the reference
gains, ar, are assumed to be equal. A first-order
gradiometer is synthesized by projecting the ref-
erence output to the vector p and subtracting it
from the magnetometer output

gð1Þ ¼ r � as

ar

p � rð Þ ¼ asp � Boð � BÞ ¼ pGb1 ð1Þ

where G is first gradient tensor, and b1 is the first-
order gradiometer baseline vector. The first-order
gradiometer output can also be expressed as a
projection of the first gradient tensor to the coil
orientation and baseline vectors. If these vectors
have general orientations, the first order synthetic
gradiometer in Eq. (1) is a linear combination of
the first gradient tensor components.

A second-order gradiometer can be synthesized
either from a synthetic or a hardware first-order
gradiometer, and a reference first-order tensor
gradiometer, Fig. 3 [18]. The procedure is similar
to that for the first-order gradiometer synthesis
and the result is gð2Þ ¼ pG ð2Þb1b2, where G ð2Þ is the
second gradient tensor and b2 is second-order
gradiometer baseline. If the synthesis in Fig. 3 is
started from a hardware first-order gradiometer,
then p0, b01, and b02 should be used instead. Syn-
thesis of higher-order gradiometers follows similar
principles.

The performance of a synthetic third-order
gradiometer is illustrated in Fig. 4. The upper trace
(a) shows the magnetic field noise outside a shiel-
ded room and the trace (b) shows the field noise
after attenuation by the shielded room. The dif-
ference of the two magnetometer trace slopes is
caused by the frequency dependent eddy current
shield which is part of the room. Hardware first-
order radial gradiometers with 5 cm baseline re-
duce the noise by nearly a factor of 100 (c) and
synthesis of a third-order gradiometer (d) reduces
the noise by almost another factor of 100. Thus
at low frequencies, the combination of the mod-
erately shielded room and synthetic third-order
gradiometers reduces the noise by about a factor
of 106. Note that the frequency lines detected by
first-order gradiometers above 10 Hz are elimi-
nated by the third-order gradiometer.

Fig. 3. Gradiometer synthesis. A primary magnetometer can be

used to synthesize a first-order gradiometer (left). A primary

hardware first-order gradiometer or primary magnetometer can

be used to synthesize a second-order gradiometer (right) [18].

Fig. 4. Reduction of environmental noise by a moderately

shielded room [15], synthetic gradiometers, and adaptive

methods (see text). MEG site in Toronto.
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Adaptive methods can also be applied in addi-
tion to the use of third-order gradiometers [18].
They can incorporate the same references as
the gradiometers, but their coefficients are explic-
itly computed to minimize correlated noise. The
combination of all methods in Fig. 4 achieves low
frequency attenuation of >107 (comparable to that
obtained by high attenuation l-metal rooms [16]).
Prerequisites for such effective noise cancellation
are a large dynamic range and good linearity for
the detection system.

The adaptive methods perform well if the noise
character is not changing. However, if the noise
character or the dewar orientation change, new
adaptive coefficients must be determined. In con-
trast, the synthetic gradiometer coefficients are
constant, independent of noise character or dewar
orientation. The noise cancellation by synthetic
gradiometers and adaptive methods is reversible
and can be carried out either in real-time or in
post-processing.

The field attenuation of shielded rooms can be
augmented by active shielding, e.g., [21,22], which
consists of reference magnetometers and compen-
sating coils connected in a negative feedback loop.
Field attenuation by a factor of 100 or more can be
achieved. However, the cancellation field is non-
uniform and degrades the performance of syn-
thetic gradiometers.

3.2. MEG inversion methods which depend on noise
cancellation

The methods listed in Table 1 (panel b) depend
critically on good noise cancellation. The equiva-
lent current dipole (ECD) [10,23] is the oldest and
most frequently used model for brain source ac-
tivity. The ECD analysis proceeds by guessing the
number of dipoles and their initial positions, and
determining the dipole parameters by a non-linear
search that minimizes differences between the field
computed from the dipole model, and that which
is measured. The ECD procedure is sensitive to the
noise and the correct offset removal. The noise is
usually reduced by event-related time averaging.

More general solutions without an a priori as-
sumption about the source distribution can be
obtained by minimum norm methods, first pro-

posed for MEG in Ref. [24]. This inverse prob-
lem is under-determined, solutions are diffuse, and,
unweighted minimum norm favors solutions close
to the sensors.

3.3. MEG inversion methods which also contribute
to noise cancellation

The methods listed in Table 1 (panel c) gener-
ally operate in a multi-dimensional signal space
with dimension equal to the number of sensors.
In such a space, the angle between the vectors
corresponding to different sources is large and it is
possible to extract the desired activity while sup-
pressing noise or activity from unwanted regions.

A general representative of this family of solu-
tions is a beamformer [25–29]. Assume that the
MEG measurement can be modeled by fixed and
uncorrelated multiple dipoles in a homogeneous
spherical conducting medium, and that only tan-
gential sources contribute to the signal. First,
consider the linearly constrained minimum vari-
ance beamformer (LCMV). A dipole at a position
h can be decomposed into two arbitrarily oriented
but orthogonal components qh1 and qh2. The for-
ward solutions per unit dipole for the two com-
ponents, Bh1 and Bh2, can be combined into a gain
matrix Hh ¼ ½Bh1;Bh2�. Let the vector mðtÞ repre-
sents an instantaneous measurement. Define a
spatial filter on location h as yhðtÞ ¼ WT

hmðtÞ,
where W h is the weight matrix, determined by
minimizing the power projected from location h,
Ph ¼ WT

hCWh, subject to the unity gain condition,
WT

hHh ¼ I, where C is the covariance matrix of
the measurement and I is the identity matrix. The
weights are given as [26]

Wh ¼ C�1HhðHT
hC

�1HhÞ�1
: ð2Þ

The weights can be used to compute the time
course of the dipole magnitude variation, yhðtÞ,
or the local power Ph, or the power normalized
by the noise projected by the beamformer, Zh ¼
Ph=Nh, where Nh ¼ WT

h RW h, and R is the sensor
noise covariance matrix. A spatial image of the
brain activity can be obtained by scanning the
beamformer through the region of interest (3-D
search).
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Another approach is to construct a beamformer
where at each 3-D location the power is probed
only along a specified direction. This direction is
rotated in the tangential plane and the orientation
at which either Ph or Zh is maximized corresponds
to the solution for that location. The location in-
dicator h is 4-D, i.e., three spatial coordinates and
one orientation and the approach is called syn-
thetic aperture magnetometry (SAM) [27]. By re-
taining only one vector in the gain matrix, Hh ¼
Bh, the SAM weights are obtained as Wh ¼ C�1 �
Bh=B

T
hC

�1Bh. The dependence of the SAM Zh on
the probing orientation is shown in Fig. 5 for three
different source magnitudes. For high signal-to-
noise ratio (SNR), the Zh exhibits a sharp peak
accurately oriented along the dipole. For decreas-
ing SNR, the Zh peak is broadening and moving
slightly away from the correct dipole orientation.

The SAM and LCMV responses can be com-
puted analytically for one or two dipoles in ran-
dom noise if the geometry is axially symmetrical
and the sensor density is high [28]. Also, it has
been shown analytically, by simulation, and on
real data that the SAM peak width is narrower byp
2 than the LCMV peak width. Thus, eventhough

SAM is more computationally intensive, it pro-
duces better spatial resolution.

The character of the SAM solutions is illus-
trated in Fig. 6. The projected power Ph and noise

Nh exhibit a peak and a dip directly above the
dipole, however, as the probing voxel approaches
the model sphere center, both Ph and Nh diverge
because Bh ! 0. The singularity at the sphere
center is the same for Ph and Nh, and is removed
when Zh is computed. Note that Zh exhibits a sharp
maximum above the dipole and its shape is mostly
determined by the projected noise.

The SAM weights are determined for a given
target voxel h and the existing interference sources.
The sensitivity at a location ‘A’ can then be com-
puted as WT

hBA and is shown in Fig. 7 for three
interference sources (circles) and a target voxel
(square). To suppress the interference sources, the
beamformer projects nulls close to them (white
curves in Fig. 7). Fig. 7a–c shows how the nulls
reconfigure when the target voxel position chan-
ges. The closeness of the nulls to the interferers
depends on SNR. For decreasing SNR, the nulls
move away from the interferers and the interferer
power starts leaking into the SAM output.

When the noise and signal vectors are nearly
parallel, SAM and other beamformers can project
large sensor noise. To reduce it, the beamformers
can be regularized, i.e., the covariance matrix in
Eq. (2) can be replaced by C þ lm2I , where l is a
regularization constant and m is the sensor rms
noise. The regularization, however, also reduces
the spatial selectivity and in fact a completely
regularized SAM ðl ! 1Þ is equivalent to signal
space projection (SSP), where the measurement

Fig. 5. SAM Zh response to a rotating probe positioned on a

dipole source. Brain noise simulated by 1000 randomly posi-

tioned and randomly oriented dipoles within a spherical shell

between 6 and 8 cm radii. Dipole on x3 axis, oriented along x1
axis, distance from the model sphere center a ¼ 5 cm, sensor

shell radius r ¼ 11:5 cm, 162 channels, sensor white noise

density mw ¼ 3 fT rms/
p
Hz, BW ¼ 15 Hz, no regularization. (a)

q ¼ 100 nAm; (b) q ¼ 20 nAm; (c) q ¼ 5 nAm.

Fig. 6. SAM depth profiles through a dipole for Ph, Nh, and Zh.

Conducting sphere radius r ¼ 9 cm, dipole distance from the

sphere center a ¼ 5 cm (depth ¼ 4 cm).
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vector is simply projected to the signal space di-
rection of interest. Poor spatial resolution of a
fully regularized SAM is illustrated in Fig. 7d,
where the signals from interferers and the target
voxel are all in the region of high beamformer
sensitivity.

Beamformers are sensitive to the signal space
direction defined by the forward solution Bh in Eq.
(2). If the real forward solution is different from
the assumed one, the beamformer will perform
poorly. This is illustrated in Fig. 8 for the SAM
response to extended and point sources. The ex-
tended source is 1 cm long and consists of 50
correlated and aligned dipoles. For small SNR, the

SAM response to the two source types is roughly
the same, because their signal space vectors are
smeared by noise and are not distinguishable.
When the SNR increases, the two vectors become
distinct, and the SAM response to the extended
source decreases, while that to the point source
increases. Similarly, the beamformers also fail to
detect two correlated point sources if the separa-
tion between their signal vectors is above the noise.

The difference between the point and extended
sources would not be detected by a dipole fit, be-
cause the normalized difference of their squared
fields is less than about 0.3% for the whole range
of possible depths.

Multiple signal classification (MUSIC) [30] is a
subspace scanning method related to the beam-
formers. MUSIC determines the dipole parameters
by requiring that the dipole forward solution be
orthogonal to the noise subspace. In the limit of
high SNR, the SAM and MUSIC results are sim-
ilar [28]. Note that unaveraged MEG signals do
not have a noise subspace.

The principal component analysis (PCA), e.g.,
[31] and independent component analysis (ICA),
e.g., [32], methods also find vectors in signal space
which are representative of the required solutions.
The PCA method utilizes the orthogonal singular
spatial vectors and the ICA method assumes that
the sources are statistically independent and it
determines the source vectors by optimizing a
scalar measure of some distributional property
based on entropy, mutual independence, high
order decorrelation, etc.

Methods based on non-linear dynamics can
also be successfully used for separation of lower-
dimensional MEG signal from complex signals,
e.g., [33].

Fig. 7. SAM sensitivity patterns. The SAM weights were determined for the indicated target voxel and interference sources. M ¼ 100

channels, sensor shell radius r ¼ 10:7 cm, conducting sphere radius rsph ¼ 8 cm, mw ¼ 3 fT rms/
p
Hz, BW ¼ 15 Hz, no brain noise.

Interferers: q1 ¼ 35 nAm at (0, �2, 5.5), q2 ¼ 120 nAm at (0, �2, 3), q3 ¼ 50 nAm at (0, 3, 4), all perpendicular to the figure plane.

Origin at the sphere center. (a, b, c) Weights computed by unregularized SAM; (a) target at (0, �2, 4) cm; (b) target at (0, �2, 3) cm; (c)

target at (0, �2, 2) cm; (d) fully regularized SAM (SSP) for target at (0, �1, 3) cm.

Fig. 8. SAM sensitivity to extended and point sources.

M ¼ 162 channels, a spherical shell extending from the vertex to

3p=4, an extended or a point source located on the x3 axis at a
distance of a ¼ 6 cm from the model sphere center and oriented

along the x1 axis. Extended source length d ¼ 1 cm (50 collinear

equally-spaced dipoles), magnitudes of the extended and the

point sources are equal.
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4. Examples of MEG results

An example of somatosensory evoked fields
(SEF) analysis by SAM is shown in Fig. 9.
Unaveraged signals were analyzed by SAM and
are superposed on MRI slice in Fig. 9a and b. The
data were also averaged and the feature at 50 ms
after stimulus (P50) was fitted by a single dipole
(3.5% fit error). The dipole fit and the active region
outlined by SAM are in a good agreement.

Analysis by SAM T-statistics of brain activa-
tion during auditory hallucinations in schizophre-
nia is shown in Fig. 9c. The subject could
distinguish between the normal and hallucinogenic
states and was asked to press a button when the
hallucinations stopped [34]. Eight repetitions were
available and the statistics was computed using a
bootstrap method (jack-knife). Only SAM values
with high significance ðp < 10�3Þ are shown.

5. Conclusions

Weak MEG signals, measured in the presence
of large environmental and body-generated noise,
are usually interpreted by solving for the current
sources. However, the large noise and non-unique
and ill-defined solution pose significant challenges
to MEG source localization. These obstacles can

be overcome by effective noise cancellation and
by spatially selective MEG localization methods.
It was shown that synthetic noise cancellation
in combination with moderately shielded rooms
can provide noise attenuation in excess of 107. In
addition, MEG localization methods based on
spatial filtering provide good resolution and at-
tenuation of the background clutter. Thus the
seemingly impossible task of extracting useful in-
formation from tiny MEG signals in large noise is
resolved, and even sources of spontaneous activity
can be successfully localized.
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